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ABSTRACT
The use of AI is becoming more common among the population
every day; the use of generative AI, such as LLMs, empowers in-
dividuals by supporting daily life tasks. Yet, the user interaction
with AI models is mostly constrained to chatbot interactions. How-
ever, we envision that in the near future, individuals will be able
to integrate the use of these technologies into their daily activities
without refocusing their attention. Consequently, we explores the
impact of such integration on individuals’ conversations.

In detail, this paper investigates how different modes of infor-
mation presentation (visual vs. auditory) and triggers for AI action
(mechanical vs. ocular) influence conversational dynamics and user
experiences. We conducted a mixed-method, within-subjects study
with 21 participants using a Discourse Completion Task (DCT)
to observe how users develop their discourse in the presence of
AI-generated suggestions. Our study examines the effects of presen-
tation modality on response delay, response length, and response
similarity to the AI prompt. The results highlight the significance of
managing the balance between human and AI input in conversation,
revealing insights into user experience factors with AI assistance
in face-to-face conversational settings.
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•Human-centered computing→ Empirical studies in HCI;
Interaction paradigms; User studies.
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1 INTRODUCTION
Traditionally, people would request AI support using chat-based
interfaces or talk explicitly to the AI agent, requiring users to redi-
rect their attention toward the agent when requiring assistance [7].
In the near future, these interactions will be implicitly integrated
into people’s daily lives [29], allowing them to maintain their focus
on a primary task, such as conversations [41] while exchanging
information with such AI models.

Yet, conversational contexts are unique in the sense that they
demand real-time processing of social cues, nonverbal communi-
cation, and rapid information exchange [1, 55], making attention
redirection to the AI agent especially detrimental to the quality of
the interaction [35, 36]. This raises interesting questions on how to
transition AI assistance from chatbot-based interactions to an im-
plicit context within human-to-human conversations, especially in
terms of display modalities and how to request AI support, as well
as the potential impacts on conversational flow and user experience.

Figure 1: Interface for visual modality retrieval: AI sugges-
tions are rendered the near-peripheral vision of participants,
the UI element on the right is a placeholder for pictures in
future implementations.
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Mode and bandwidth of presentation have been explored in the
context of conversations before, showing that smaller batches of
information are perceived as more positive and that it is indeed
possible to provide users with secondary information without the
conversational partner noticing it [31]. It has also been shown
that interlocutors can receive information in near-peripheral vision
optimally [22] and that people generally prefer visual notifications
over auditory ones in collaborative AR [11, 42].

Yet, in the case of AI suggestions, the information has a higher
contextual coherence than notifications or a predefined set of words,
[11, 22, 31]. Hence, it is more likely that they can indeed influence
how the interlocutor thinks about a situation given the plausibility
of the suggestion. Considering this, modality can play an addi-
tional role in how individuals further integrate these suggestions
in their discourse and how they feel in control of the conversation
[9]. As we continue to utilize the potential of AI in augmented
reality environments, a critical challenge emerges in optimizing
the interplay between the ease of information assimilation and the
obtrusiveness of AI-generated suggestions. Consequently, there
remains a pressing need to explore and build an understanding
of how these elements can be balanced to ensure they enhance
information processing without detracting from primary tasks such
as a good conversation flow.

To shed light on these questions, we explore a face-to-face con-
versational scenario with AI support and how the presentation
modality impacts the conversation. We provided participants with
a system that continuously processes the conversation context and
offers relevant support to continue the conversation upon user re-
quest. With this research, we aim to deepen our understanding of
human-AI interaction in the context of face-to-face interactions.

More specifically, we conducted a within-subjects study involv-
ing 21 participants with four conditions that varied both the way
participants would request support from the system (action trigger-
ing) and how the system would display the information back to the
participants (retrieval modality) in a Discourse Completion Task
(DCT) [2, 44], followed by an open conversation condition [16] to
allow participants to use the system without any conversational
constraint. Additionally, we conducted interviews to complement
the quantitative results and derive insights into participants’ expe-
riences and the strategies used during the interaction.

This research contributes (1) An analysis of how AI assistance in
conversations impacts conversational flow as measured by response
similarity, length, and delay (2) an exploration of user perceptions
and experiences of AI-supported face-to-face conversations, and
(3) a system designed for this specific context.

2 RELATEDWORK
This section reviews relevant research in three key areas: AR-
enhanced reality, work on technology-assistet conversation, and
research on understanding Human-AI collaboration.

2.1 AR-Enhanced Reality And Subtle Interfaces
The integration of digital technologies to support human cognition
is a longstanding theme within HCI, dating back to the early days
of computing [12, 13]. From assisting with complex calculations to

facilitating note-taking on personal computers, researchers have ex-
plored various avenues of technological support [17, 43, 48, 49, 53].
This trend has witnessed a significant acceleration in recent years,
driven by the emergence of AI systems capable of comprehending
and responding to natural language [3, 38].

A classic example of augmented cognition is SenseCam, intro-
duced by Hodges et al. [20] a system to assist individuals with
amnesia, effectively externalizing the memory function and allow-
ing information retrieval on demand [21, 28, 33]. Similarly, Perla
et al. [34] developed an augmented reality (AR) system to store step-
by-step instructions, allowing users to concentrate on the specific,
detailed steps required.

Furthermore, Kimura et al. [25] introduced SilentSpeller, a device
designed for silent speech text entry using EEG. Similarly, using
silent interfaces, Kapur et al. [24] presented ’AlterEgo,’ a system
capable of receiving user input, querying a search engine, and
retrieving information.

The growing interest in leveraging technology to enhance human
cognition highlights the potential for seamless human-AI integra-
tion [9, 10]. However, recent discussions, as noted by Chignell et al.
[9], reveal a gap in understanding the human perspective on this
integration within HCI.

2.2 Technology-Assisted Conversation
While technology has revolutionized long-distance communication,
its integration with in-person interactions also presents intrigu-
ing research opportunities. Exploring the intertwining of these
domains, Zisk and Dalton [56] proposed "dual-purpose speech,"
where conversational context fuels technology interaction, so the
system would capture the context of the speech not specifically
addressed to the system input and adapt based on that additional
information. Contextual information has further served as input
for user support, with Kane and Morris [23] using object context
to suggest relevant words for individuals with Amyotrophic Lat-
eral Sclerosis (ALS) and Fontana de Vargas et al. [14] generating
context-specific suggestions for users with Autistic Spectrum Dis-
order (ASD) based on pictures.

Another longstanding area of inquiry concerns the role of infor-
mation delivery modalities in technology-assisted conversations.
Studies by Ofek et al. [31] and Cai et al. [8] explored the effective-
ness of visual and auditory modalities, uncovering user preferences
for small, visual chunks presented during conversational pauses.
While visual delivery is ofter preferred, individual preferences for
auditory feedback remain variable [8, 31].

2.3 Understanding Human-AI Collaboration
From The Human Standpoint

Collaboration between humans and AI has consistently demon-
strated superior outcomes compared to individual AI or human
actions [10, 15]. However, human-AI collaboration’s psychological
and social aspects remain relatively under-explored [9, 50]. This is
particularly true in the context of recent AI advancements and the
ever-expanding body of knowledge we have accumulated about
these systems. This prompts us to question how human behav-
ior, information integration, and the lived experience of combined
human-AI intelligence are influenced and shaped.
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Recent findings have revealed that the role of humans in human-
AI collaboration is more intricate than simply the combined perfor-
mance of both agents [10]. For instance, Kosch et al. [27] demon-
strated that the mere presence of an AI system can enhance an
individual’s performance in a word puzzle task, a phenomenon
they referred to as the ’placebo effect of AI.’ Moreover, Villa et al.
[47] explored this phenomenon’s behavioral and physiological im-
pacts and discovered that individuals with high expectations of AI
system performance tend to make riskier decisions.

These examples underscore the need to understand more in-
depth the human-AI relationship from a human-centric perspective
[26]. In order to elucidate how individuals experience human-AI
collaboration, we explore how humans experience AI support in a
face-to-face conversational context.

3 SYSTEM SPECIFICATION & APPARATUS
Here, we describe the key mechanisms of the system and its imple-
mentation in detail. We developed a system that supports users in
conversational situations. The system continuously collects con-
textual information about the conversation via an omnidirectional
microphone. When the user requires support, they can trigger to
offload the current context of the conversation and start processing
the information and retrieving the processed information. The sys-
tem was tuned to suggest ways to continue the conversation based
on the current state of the conversation.

3.1 Implementation
The hardware configuration of the system comprises a Video-see-
through Augmented Reality (AR) device (Meta Quest Pro by Meta,
Menlo Park, TheUSA) for visual rendering and inputs, non-occluding
earpods (Sony Linkbuds, Sony, Tokyo, Japan) for auditory render-
ing, and an omnidirectional microphone (Senheiser SP20, Senheiser,
Wedemark, Germany) for capturing audio input from all individ-
uals present in the room. The system incorporates the Cognitive
Services API by Microsoft (Redmond, The USA) for tasks related
to text-to-speech and speech-to-text processing. Furthermore, it
leverages the capabilities of GPT-3.5 by OpenAI (San Francisco,
USA) to process the user’s offloaded tasks. We describe all these
components in detail below.

3.1.1 Action Triggers. The system incorporates two methods: me-
chanical, and ocular. TheMechanical Trigger requires the user
to press a button while in the Ocular Trigger, the user has to look
up right (information processing ocular movement [39]). The first
method uses a button on the VR controller. The second uses the
integrated eye-tracking feature of the headset.

3.1.2 RetrievalModalities. The retrieved informationwas displayed
visually and auditorily. In line with previous work, [8] we hypothe-
sized that the visual retrieval offers high information density and
precision but can split attention from the conversation. In contrast,
auditory retrieval potentially maintains engagement but has a
limited bandwidth. The former was implemented with a floating
text in the near-peripheral vision of the user [22]. While the later
used text-to-speech and rendered the output through headphones.
These headphones allow audio rendering without blocking out the
surrounding environment.

3.1.3 Conversation Context Processing: We implemented the in-
formation offloading process by continuously having the system
record contextual information from ongoing conversations through
active listening and encoding this into text using speech-to-text.
Only when the user decides to offload this contextual information
to the AI using an action trigger described in subsubsection 3.1.1, it
is actually processed. This approach is designed to mitigate poten-
tial bandwidth constraints. For example, in contrast with [24], the
user does not have to communicate the full prompt to the system,
as the system has preemptively recorded the context.

3.1.4 Task Solving: In the present system, the task-solving stage
is executed utilizing the OpenAI API. Subsequently, the accumu-
lated contextual information is used as a prompt, accompanied by
customized instructions, to generate alternatives for continuing
the conversation. The output information is then filtered to avoid
wrong-formatted responses and finally retrieved by the user.

3.1.5 Result Retrieval: Once the offloaded information has been
processed, the outcomes of this operation are automatically re-
turned to the user one of the two retrieval modalities.

4 USER STUDY
We conducted a within-subjects laboratory experiment to investi-
gate the user experience and conversation dynamics when receiving
AI support. We manipulated two factors: Action Trigger with the
levels:Mechanical and Ocular, and Retrieval Modality with
the levels Visual and Auditory. The order of the conditions was
counterbalanced using Latin Square, and the order of the scenar-
ios in the DCT was randomized. Building on prior research, we
adopted an exploratory approach, as directly comparing to conven-
tional baselines can introduce multiple confounding factors. Our
primary aim was to deepen our understanding of how the modality
of AI recommendations impacts conversation flow in AR-enhanced
dialogue, thereby providing valuable insights for future work.

4.1 Discourse Completion Task (DCT)
The Discourse Completion Task (DCT) originates from pragmatics
[44]. This method has been employed for research and evaluation
purposes [2]. It involves using scenarios to prompt individuals to
respond in writing or speech, enabling the collection of diverse
and comparable cross-linguistic data [16]. We employed DCT with
validated scenarios extracted from previous work that have been
shown to be appropriate for discoursive analysis [30, 37, 40].

The experimenter verbally presented a randomly selected sce-
nario to the participant, concluding with a question. The participant
is then required to continue the conversation, embodying the char-
acter in the scenario. Participants had to decide whether to trigger
the AI support or not. Each participant received a total of 12 DCT
scenarios in a randomized way (see supplementary material).

4.2 Data Collection
This study aimed to investigate the influence of AI support on
face-to-face conversation dynamics, user perceptions, and overall
experience. We employed a mixed-method approach, including four
controlled conditions and an open conversation scenario.
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The initial four conditions served the purpose of familiarizing
participants with the system configurations, eliciting initial insights
on potential conversational integration during a normal setting,
and capturing conversational behaviors under AI assistance. This
prepared the participants for the open conversation phase, where
they freely utilized the system in a natural dialogue. Addition-
ally, we collected quantitative data on pre-existing perceptions of
performance-enhancing technologies and per-block questionnaires
to capture participants’ evolving perspectives throughout the study.
To complement this data, we conducted semi-structured interviews
with the participants.

4.2.1 Conversation Dynamics Data. Using the DCT, we recorded
the prompts suggested by the system and the responses provided by
the participants. Afterward, we transcribed and cleaned all the re-
sponses for further processing. From these responses, we calculated
response similarity, response length, and response delay.

Response Delaywas defined as the time between the experimenter
finishing their prompt and the participant starting their verbal re-
sponse. This measure captured two key processes: (1) the system’s
technical processing time (recording, transcription, analysis, dis-
play) and (2) the participant’s cognitive processing time (under-
standing, formulating, and initiating response). Response Lengthwas
operationalized as the total number of characters included in the
participant response after cleaning transcription artifacts. Response
Similarity we converted both participant responses and system
prompts into numerical representations (embeddings). These cap-
ture the semantic meaning of each sentence. We then calculated the
cosine similarity between these embeddings, resulting in a score
between 0 (no similarity) and 1 (perfect similarity). This allowed us
to quantify how closely aligned the participant’s response was to
the intended meaning of the system prompt.

4.2.2 Questionnaires: Task Load: We administered the NASA-TLX
task load questionnaire) [19] to assess potential variations in task
load resulting from the system configurations. The NASA-TLX eval-
uates task load across six dimensions: mental demand, physical de-
mand, temporal demand, performance, effort, and frustration. The
NASA-TLX is a well-established and validated instrument for mea-
suring task load across different situations [18]. The Sense of Agency
Scale (SoA) [45] assesses an individual’s overall beliefs regarding
their sense of agency, which is the feeling of being in control and the
initiator of their actions. The scale comprises two interrelated fac-
tors: Sense of Positive Agency (SoPA) and Sense of Negative Agency
(SoNA). Society’s Attitudes Towards Human Augmentation and Per-
formance Enhancement Technologies (SHAPE) Scale is a standardized
tool to measure attitudes towards performance-enhancing technolo-
gies [51]. It consists of two factors: Social Threat and Agency, which
measure the perceived societal threat of an augmentation device,
and the user’s sense of ownership over their actions when using
such technology. For evaluating system usability, we employed the
System Usability Scale (SUS) developed by Brooke [5]. This ques-
tionnaire is a well-established and validated tool for assessing the
subjective usability of technological systems [6].

4.2.3 Semi-Structured Interviews. All audio recordings from the
interviews were transcribed verbatim and imported into the At-
las.ti analysis software. We applied open coding combined with

pragmatic thematic analysis, as described by Blandford et al. [4].
As a first step, we familiarized ourselves with the data. Data fa-
miliarization involved multiple readings of the material to gain
a comprehensive understanding. Then, two researchers coded a
representative sample of 25% of the material using open coding in
line with Blandford et al. [4]. Next, an initial coding tree was estab-
lished through iterative discussion. The remaining transcripts were
split between the two researchers and coded individually. A final
discussion session was conducted to structure the coding tree after
the material was coded. This was followed by a final discussion
session to construct and refine themes based on our material [4].

4.3 Participants
We recruited participants through the university’s mailing lists and
our extended networks. We recruited a total of N = 21 participants,
from which 8 identified as female and 13 as male. The average age
of our participants was twenty-six years (𝑀 = 26.85, 𝑆𝐷 = 4.57).
Participants were compensated 6 euros/30 min for participating in
the study. The study was approved by an ethics committee.

4.4 Procedure
Informed consent was obtained from participants after providing
detailed study information. A demographic questionnaire and the
SHAPE scale were then administered. Following this, participants
engaged with the prototype, exploring all system configurations.
The initial four conditions systematically combined the two Ac-
tion Triggers and two Retrieval Modalities. Within each block,
participants provided feedback through the System Usability Scale
(SUS), the Sense of Agency Scale (SoA), and the NASA Task-Load
Index (NASA-TLX) after each configuration. The fifth condition
involved an open conversation scenario where participants could
freely choose their preferred system configuration while collabora-
tively planning a trip. This condition was always presented last to
maximize the ecological validity of the results. Counterbalancing
of the first four conditions was ensured using a Latin Square design.
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Figure 2: Response Delay (In seconds): All AI assistance con-
ditions presented slower response times given the system
processing requirements; however, within the AI assistance
context, condition O-V presented significantly higher delays.
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Participant Age Gender Education Ocupation Participant Age Gender Education Ocupation

P1 23 Female Some Secondary Education Student P12 23 Male Some University but no degree Student
P2 23 Male Some University but no degree Employed full-time P13 29 Male Graduate or professional degree Employed full-time
P3 35 Male Graduate or professional degree Student P14 35 Male Graduate or professional degree Student
P4 23 Female University Bachelors degree Student P15 28 Male University Bachelors degree Student
P5 29 Male University Bachelors degree Employed part-time P16 27 Male University Bachelors degree Student
P6 26 Male University Bachelors degree Student P17 30 Male Graduate or professional degree Employed full-time
P7 22 Male University Bachelors degree Student P18 36 Male Graduate or professional degree Employed full-time
P8 21 Female Some University but no degree Employed part-time P19 32 Female Graduate or professional degree Employed full-time
P9 26 Female University Bachelors degree Student P20 25 Male Completed Primary Student
P10 23 Female University Bachelors degree Student P21 23 Female Completed Secondary Employed part-time
P11 25 Female University Bachelors degree Student

O V O A M V M A
Condition

100

200

300

400

500

Re
sp

on
se

 L
en

gt
h

Figure 3: Conversation Flow plots for Response Length (In
number of characters): the conditions with visual retrieval
evidenced significantly longer responses

Subsequently, participants completed a second administration of
the SHAPE scale and participated in a semi-structured interview,
providing valuable post-experiment data.

5 RESULTS
In this section, we present the results of our user study. First, we
share insights drawn from the Discourse Completion Task and
questionnaires. Then, we detail the main themes that we identified
based on the semi-structured interviews. For the sake of brevity, we
abbreviate the combination of Action Triggers and Retrieval
Modalities as M-A for mechanical trigger and auditory retrieval,
M-V for mechanical trigger and visual retrieval, O-A For ocular
trigger and auditory retrieval, and O-M for ocular trigger and visual
retrieval.

5.1 Discourse Data
The data analysis for the DCT revealed non-normal distributions.
To address this and ensure the robustness of our statistical tests, we
employed aligned rank transformations (ART) on the data. Subse-
quently, we conducted two-way ANOVAs or Linear Mixed Effects
Models (LME) where appropriate, followed by post-hoc tests for
significant effects.

5.1.1 Response Delay. For response delay, the ANOVA conducted
on aligned rank transformed data, utilizingWald F tests with Kenward-
Roger degrees of freedom, revealed a significant effect of Condi-
tion on Response Delay (𝐹 (3, 160.83) = 3.25, 𝑝 = 0.023). Post-hoc
comparisons, adjusted with the Bonferroni method for multiple
comparisons, showed specific Condition differences. Notably, the
O-V vs. M-A comparison revealed a significant effect on Response

Delay (𝑒𝑠𝑡 . = 24.97, 𝑆𝐸 = 8.75, 𝑑 𝑓 = 162, 𝑡 .𝑟𝑎𝑡𝑖𝑜 = 2.85, 𝑝 = 0.029
adjusted). However, no other pairwise comparisons (O-V vs. O-A,
O-V vs. M-V, O-A vs. M-V, O-A vs. M-A, M-V vs. M-A) reached
significance after Bonferroni correction.

5.1.2 Response Length. In the case of response length, the ANOVA
revealed a significant scenario interaction effect on response length
(𝐹 (3, 52) = 7.63, 𝑝 < 0.001, 𝜂2 = 0.30). Post-hoc comparisons, ad-
justed for multiple comparisons with Bonferroni correction, identi-
fied significant differences in response lengths between scenarios:
notably, O-V vs. M-V (𝑒𝑠𝑡 = 32.951, 𝑝 = 0.008), O-A vs. M-V (𝑒𝑠𝑡 . =
−29.31, 𝑝 = 0.021), and M-V vs. M-A (𝑒𝑠𝑡 . = 32.55, p = 0.005).

5.1.3 Response Similarity. To understand the impact of Condition
on response similarity, we used LMEs. The LME model showed an
effect of Condition on Response Similarity (𝐹 (3, 163) = 6.1, 𝑝 < .001).
Post-hoc analyses with Bonferroni correction pinpointed specific
differences: notably, scenarios M-A and O-V differed significantly
(𝑒𝑠𝑡 . = −29.09, 𝑝 = .023), as did M-V and O-A (𝑒𝑠𝑡 . = 29.28, 𝑝 = .017)
and O-A and O-V (𝑒𝑠𝑡 . = −34.45, 𝑝 = .004).

5.2 Questionnaire Data
For the questionnaire data, we excluded 2 participants due to incom-
plete data. In all the questionnaires, we encountered non-normally
distributed data. To address this non-normality and ensure the ro-
bustness of our statistical analyses, we applied aligned rank trans-
formations (ART) to the data. Subsequently, we conducted two-way
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Figure 4: Conversation Flow plots for Response Similar-
ity: Participants tended to follow more closely the system
prompts in their responses when these prompts were pre-
sented Visually rather than Auditorily.
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ANOVA tests when applicable, followed by post-hoc tests when
significant effects were detected.

Statistical analyses revealed no significant differences in Task
Load among the four conditions (𝐹 (3, 54) = 0.68, 𝑝 = 0.56) or
in the Sense of Agency scale (𝐹 (3, 54) = 0.55, 𝑝 = 0.64). How-
ever, a significant effect was found for the System Usability Scale
(𝐹 (3, 54) = 4.1606, 𝑝 = 0.01). Post-hoc tests with Bonferroni correc-
tion indicated that mecano-visual differed significantly from O-A
(𝑒𝑠𝑡 . = 12.84, 𝑆𝐸 = 4.51, 𝑑 𝑓 = 54, 𝑡 − 𝑟𝑎𝑡𝑖𝑜 = 2.847, 𝑝 = 0.03) and
O-V (𝑒𝑠𝑡 . = 13.73, 𝑆𝐸 = 4.51, 𝑑 𝑓 = 54, 𝑡 − 𝑟𝑎𝑡𝑖𝑜 = 3.04, 𝑝 = 0.02)
conditions (see Figure 5). No other pairwise differences reached
statistical significance (𝑝 > 0.05).

In the pre-and post-interaction measurements of the SHAPE
scale, we did not find statistically significant differences. However,
regarding the Social Threat factor, 66% (N=14) of participants re-
ported reduced or similar perceptions of augmentation technologies
as a social threat. Meanwhile, 57% (N=11) indicated a decrease in
the perception of individuals using augmentation technologies as
being in control of their actions, whereas 21% (N=4) reported no
change in this subscale (see Figure 6).

5.3 Interview Findings
Based on our qualitative inquiry, we identified three themes: (a)
information moderation, integration, and balance; (b) action trigger;
and (c) retrieval modality.

On a general level, our findings showcase how such a technol-
ogy can support or impact the flow of a conversation, but also how
individuals can adapt the use of the technology to the situation
and which critical points an ideal system should address, such as
correct timing and transparency to avoid disturbing the conver-
sation. We identified mixed opinions about the interaction. While
some participants felt like ‘tools of the system,’ others viewed the
system as merely a tool they control, highlighting the variability
in user experiences with cognitive augmentation. This indicates
that perceived agency can vary significantly among users of a sim-
ilar system. Our findings showed that the system appears to be
helpful in challenging social contexts. There were two cases where
the participants reported having social anxiety, the system being
of extreme help given their condition, and the difficulty of find-
ing the right words in a conversation, allowing for a continuous
discussion. This illustrates that the system could potentially have
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Figure 5: System Usability Score: the O-A and O-V presented
a lower usability score.
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(b) SHAPE: Agency
Figure 6: SHAPE Scale: 66% of the participants changed their
opinions about performance-enhancing technologies after
interaction with the system

assistive properties in certain scenarios. For improved readability,
we slightly altered some statements (e.g. grammatical corrections),
ensuring words and sentiment were maintained.

5.3.1 InformationModeration, Integration, and Balance. This theme
refers to the amount of information that the system provides, the
amount of information that the users integrate into their answers,
and the amount of information that each agent (i.e. human and AI)
contributes to the outcome, this theme has three levels:

• InformationModeration:Delivering an appropriate amount
of information from the system to the user, avoiding both
insufficient and excessive information that could lead to
suboptimal user experiences.

• Information Integration: Describes the process of how
individuals incorporate the system’s prompts into their own
responses.

• Information Balance: Balance between the amount of in-
formation and the amount of information missing (knowl-
edge of the person/ the amount of info that the system de-
livers).

We observed that participants had mixed opinions regarding
the amount of information that should be delivered. On the one
hand, some participants highlighted the importance of having a
high amount of information from which they could select and later
integrate into their discourse, often correlated to the preference
for the visual presentation of the information. Other participants
mentioned that they would prefer a low amount of information, so
there would be a lower cognitive workload on the integration pro-
cess, often correlated with the preference for auditory feedback or
under-use of the visual modality. The latter also use the information
mostly as a trigger for themselves to elaborate on their responses.

For information integration, the participants used diverse strate-
gies to merge the system outputs with their own thoughts. some
read the prompts, some paraphrased them, and others just used
specific keywords and integrated them into their responses. Some
participants reported integrating information when they found it
to be more natural to them or when it was relevant, on the other
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hand, information that was not in line with the participant’s mental
model was rejected.

So when I read some words I would never use, I
would just trash it, would say, no, that’s not some-
thing I would use. And if something’s interesting,
I would kind of think about, how I would formu-
late that sentence (...) and if I would use it exactly
like it’s suggested, I can maybe use from one word
to the full sentence. Maybe I would adjust some
words, depending on whether I personally would
use the whole sentence. - P15

In line with that, participants would feel in control as long as
the information retrieved is coherent and plausible, but once the
information breaks with these expectations, their perceived agency
would be reduced.

The last level of this theme is information balance. Our findings
indicate that the level of knowledge that people possess themselves
determines (to some degree) if and how they offload the information.
If they possessed a moderate amount of knowledge, they often
integrated the additional information provided by the AI.

Other participants reported that, in the case of extensive personal
knowledge, (where they had more information than the system)
they would not use the system as this did not feel natural.

I wouldn’t say I would use it for more personal
conversations, it’s not natural enough. It’s not
natural enough to say this to your friends. You
wouldn’t be the kind of person to say something
like this blindly. - P5

This showcases some of the strategies participants applied to
integrate the system suggestions into their conversations, high-
lighting the relevance of the coherence of the suggestions and the
contextual awareness that the system should have in order for
the participants to consider the provided information. Further, the
findings illustrate the need for the system to adjust to the user in
terms of the amount of information delivered to keep the cognitive
workload low while providing them with alternatives to select from
and integrate the information.

5.3.2 Action Triggers. This theme refers to the experiences that
participants voiced regarding the action triggers. For instance, indi-
viduals generally prefer using the button as a trigger mechanism,
but for social situations, a more discreet or subtle trigger method
would be preferable. The levels of this theme are the assessed trig-
gers:

• Mechanical: Referring to button press trigger.
• Ocular: Referring to eye-tracking-based trigger.

Although we identified mixed opinions in this regard, one of the
most recurrent preferred combinations was the mechanical trigger
(button) in combination with the visual retrieval modality. Often
linked to the concept of autonomy. For example, the mechanical
trigger was described as providing more power to the user.

I have a preference for pressing the button because I
think I have more control over when I want to have a
suggestion. - P1

Our findings illustrate an interesting tension. Particularly, the
mechanical trigger was sometimes perceived as more discreet and

sometimes as more explicit. Furthermore, if the mechanical trigger
was perceived as explicit, the advantage that the use of the system
could be disclosed to the conversation partner was often discussed
in connection with this.

So the button, I think, has the benefit of being very
explicit. There you have to intentionally trigger the
button. It also has the benefit of conveying to the other
person that you’re now using this system, which I would
say is a good idea (...) - P17

A highlight of the ocular triggering method was that participants
were able to perform hand gestures since there was no need to hold
an additional device to trigger the system.

This elucidates the context where different types of triggering
methods would be applicable, for example, using explicit methods
when the person wants to inform the interlocutor about the pres-
ence of the system and using a mechanical method in stages where
the user reports low agency. In contrast, implicit methods might
be used when the conversation flow is prioritized over the sense of
agency.

5.3.3 Retrieval Modality. This theme refers to the comments re-
garding the retrieval modality. The preference for one or the other
retrieval modality was highly dependent on personal preferences.
The two levels of this theme were the retrieval modalitys:

• Auditory: Referring to the text-to-speech method.
• Visual: Referring to the AR, text-based method.

While some participants felt overwhelmed with two streams
of audio information (one from the system and one from their
human conversation partner), others pointed out that it would be
too challenging for them to read the additional information and
listen to the conversation at the same time.

So, the audio thing obviously has the problem that I’m
talking to you, which makes me want to listen to you,
and that thing also is talking. It’s a bit complicated
to have two persons [i.e. the conversation partner and
the system] talking to you at the same time, so the
information coming in on the same channel makes it
harder to follow that. - P18

The other aspect participants discussed in this context was the
amount of information presented. For example, some participants
preferred visual information but emphasized that they struggled
with the amount of text to go through. Whereas others emphasized
that they could just read the text to the other person.

While other participants highlighted that audio retrieval is more
effective, given that they do not have to spend time on reading and
that it allows them to multitask and helps them trigger conversa-
tions.

I would say the audio felt nicer to me, I would say so.
Because we don’t really need the entire sentences. So
just to start the conversation, maybe a single sentence
would be enough. - P7

The presentation method also strongly influenced the partic-
ipant’s sense of agency over the process. A frequent comment
was that during the auditory presentation, participants had less
agency given that the retrieval modality was time-locking (during
the information presentation, the participant had to focus on this
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information exclusively), while the visual presentation allowed for
more control over the process given that they were able to decide
when and which parts of the retrieved information to engage with.

6 DISCUSSION
We studied how the retrieval modality and action trigger impact
user experience and conversational dynamics in AR-enhanced dia-
logue. For this, we developed a system capable of processing the
contextual information of the conversation, processing the informa-
tion to continue the conversation, and retrieving the information
either visually or auditorily. Then, we conducted a user study using
the discourse completion task (DCT), a well-known method used
in pragmatics to study individuals’ discourse. We then interviewed
participants to gain insights into their perception of the interaction.
We inferred discourse metrics from the participant responses to
the DCT and conducted thematic analysis on the interview data. In
this section, we synthesize the insights gained through this process
and report them in two parts, one focusing on quantitative and one
focusing on qualitative insights.

6.1 Quantitative Insights
Our study revealed that the introduction of AI-powered conversa-
tion support influences conversational flow. Notably, concerning
conversation pace, Conversations may experience delays due to limi-
tations in AI model processing, including limited buffer, processing
power, and delays. These factors can slow down the flow of con-
versation. When the AI is delayed, it can cause problems for the
conversation, especially if the information is relevant for continu-
ing the conversation. The emergence of smaller, fine-tuned LLMs
that run on low-power devices can potentially benefit real-time
AI conversation assistance systems [54]. This trend aligns with
requirements for real-world deployments, such as wearability and
low processing delay [52].

Additionally, we found that participants gave significantly longer
responses when using visual prompts than when using auditory
ones. Our qualitative findings suggest this is because they were able
to formulate their responses while processing the visual prompts
at the same time. In contrast, auditory retrieval potentially requires
greater cognitive effort to map the information onto an internal
representation, significantly impacting both response length and
adherence to the original prompt. This is further supported by
the observed lower similarity between participant responses and
the original prompt when presented auditorily. However, this con-
nection has to be carefully investigated, as these measures do not
account for intentionally paraphrased sentences, as this was one
strategy reported by some participants. Therefore, the modality
can significantly influence user engagement and response charac-
teristics in AI-assisted conversations. In the following sections of
the discussion, we touch on the qualitative insights regarding these
metrics.

6.2 Qualitative Insights
Retrieval Modality. Regarding the retrieval modality, both chan-

nels were seen as suitable to parallelize, yet auditory has the inher-
ent disadvantage that information can overlap with the interlocutor
speech. In this sense, it would be perhaps beneficial to adapt the

intensity of the feedback to be subtle and not disrupt the interaction
[24]. On the other hand, visual retrieval, although observed as a
natural way to multi-task, was overwhelming for some participants
due to the amount of information.

Autonomy, as Driving Factor of Human-AI interaction. We found
that when participants were put into the context of sharing cogni-
tive tasks with the AI system, the first topic that emerged was the
autonomy of humans when exposed so closely to an external cog-
nitive agent. We argue that this concern extends to AI systems in
general, as shown in recent literature [32, 46]. Yet, this seems more
crucial in the context where the AI is constantly in contact with the
user while having their own thoughts and interacting in natural
situations such as conversations. In line with previous work, we
found that some participants felt controlled by a system, especially
in situations where they blindly followed the recommendations of
the system.

Effects of Action Triggers on Autonomy. Participants attributed
more autonomy to the more explicit mechanical trigger, as they
felt a connection between their motor action of pressing a button
and the information processing action of the AI system. Yet, there
was a split on how and when to use each method. Participants with
an inherent high agency during the interaction were comfortable
using the ocular method. At the same time, some reported a loss of
agency because they triggered the system unintentionally, given
their natural ocular reactions. Also, the explicit trigger was seen as
a way to disclose the use of the system by participants who felt it
was necessary; otherwise, they would be "cheating".

Human-AI Autonomy Fluctuation. Another phenomenon that
we observed was that some participants started the conversation
relying on the system at the beginning of the conversation, when
they felt insecure about the topic, and then took over the conver-
sation when they gained confidence. This suggests that autonomy
fluctuates depending on the user’s cognitive states and personality,
among others, in addition to the system design.

Notably, some participants reported having less agency and hav-
ing a break in the interaction whenever the recommendations were
not relevant or implausible. This suggests that in the case of cog-
nitive agency, it is necessary to maintain semantic coherence. Pre-
sumably, designing a system that is aware of the user’s knowledge
and that can deliver information in coherence to the user’s mental
model can help maintain a high sense of agency on the user. This
is supported by a repetitive comment from the participants when
describing the information integration in their own words: "Is it
something I would say?".

Information Balance. Being overwhelmed by the amount of in-
formation relates to the information balance between the user’s
own knowledge and the system’s contribution. We found that some
participants relied on the system to compensate for their own lack
of knowledge on specific topics and preferred to integrate more in-
formation in such cases, yet, very often, they commented that when
it comes to conversations about personal matters, they will not of-
fload any information since this information is easily accessible for
them.
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6.3 Limitations and Future Work
While we do think that our work provides valuable insights, we
recognize that our study is prone to certain limitations. Firstly, our
study did not cover the topic of privacy. It is worth noting that par-
ticipants also did not raise this issue during our inquiry. However,
we recognize that privacy is a significant and ongoing concern in
the realm of human-AI interaction that should be considered in
future designs. Additionally, while our study featured two action
triggers, the broad technological landscape of HCI offers a wide
array of alternatives for this specific aspect. Nevertheless, we are
confident that the action triggers we selected provided a sufficiently
diverse experience to engage participants, thereby enriching our
overall investigation.Furthermore, our study examined the two
main modalities people commonly use for information retrieval.
However, we acknowledge that there may be additional—and po-
tentially more effective—sensory channels and encoding methods
yet to be explored. Importantly, our current research did not specif-
ically look into the experiences of individuals with auditory or
visual impairments interacting with such a system.

7 CONCLUSION
In this study, we explored how human-AI integration affects con-
versational behaviors, designing an AI system that delivers relevant
information in response to user triggers. Involving 21 participants,
our research identified key themes such as information moderation,
integration, balance, the role of triggering, and retrieval methods.
These findings provide insights for future human-AI integration
development, stressing the importance of human-centric systems
that preserve user autonomy and adapt to individual needs and con-
texts. This work can provide a foundation for researchers looking
to explore enhancements in human cognitive capabilities through
technology.
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A DISCOURSE COMPLETION TASK
SCENARIOS

R1 You are a university student. You need to get a book from
the library to finish your assignment on time. The library
is closed and there is only one person you know who has
the book you need, one of your lecturers. On the way to his
office you meet him in the hallway. What do you say to him?

R2 You need to run a few errands downtown which you think
may take you an hour. You go to your manager’s office at
work with whom you get on well and ask him to cover for
you. What do you say to him?

R3 You have been a secretary of a company for some time now.
You go to the desk of a new trainee and ask him to answer
the telephone while you leave for a few minutes to attend to
another urgent matter. What do you say to him?

R4 You are driving your car with a friend. You both must get
to X street. Your friend had a map with directions which he
had given to you just before leaving the house. You are now
lost and do not remember where the map is. You suddenly
see a pedestrian at the end of the road and suggest that your
friend ask for directions from the pedestrian. What do you
say to your friend?

R5 You do not have a car. You ask a neighbor whom you do not
know very well to help you move some things out of your
apartment with his car. You do not have anyone else to ask
since everyone you know appears to be on holiday and you
have no money either to hire someone who can help or to
arrange transport. You see your neighbor in the lobby and
go to ask him for help. What do you say to him?

R6 Your car has just broken down and you need to pick up your
spouse from the airport urgently. There is no other means
of getting there but by car. You go to your manager’s office
at work, with whom you get on well, and ask him to borrow
his car. What do you say to him?

R7 You have been put in charge of a very important project at
work. Your colleague has already booked a ticket to go on
holiday. You realize you will need all members of staff to
finish the project on time so that you ask him to stay. What
do you say to him?

R8 You have been put in charge of a project at work. You go to
the desk of a colleague and ask him to type a few letters for
you. What do you say to him?

R9 A friend of yours has a house in the countryside. You want
to go on holiday somewhere to relax for a week. You know
nobody is going to be in the house for at least two weeks.
You meet your friend in a pub and seek permission from him
to stay in his country house for a week to relax. What do
you say to him?

R10 You are on a bus with your child. Although there are plenty
of seats on the bus, there are not any two-seater seats that
are available. You ask a passenger who is sitting on his own
on a two-seater to change seats with you so that you can sit
next to your child. What do you say to him?

R11 You have received a lot of house bills which are due for pay-
ment. You do not have any money. You can not ask your

friends for money since you have a reputation of never pay-
ing back. The company where you work will not give you
an advance salary because you had already asked for one.
You desperately need to pay these bills otherwise you will
not have any electricity, gas or telephone service. You go to
the office of the recently appointed manager at work and
ask him for the money. What do you say to him?

R12 You have been working for a company for sometime now.
One of the new trainees has brought his brand new laptop
to work. You ask him to use it for a while. What do you say
to him?

A CONVERSATION TASK INSTRUCTIONS
Experimenter Text:

In this task you can prompt the AI as you feel
like but keep inmind that if youwant to prompt
on something I just said, it takes around half a
second for everything to be transcribed.

In this task, we will be planning an exciting
trip together. We have around 5 minutes for
this brief planning session. Imagine that the
decisions we make will shape our real adven-
ture. By the end of this exercise, we should have
some ideas about the major aspects of the trip.

1. let’s choose an Exciting Destination:
• Consider each other’s interests and prefer-
ences.

• Come up with a list of potential destinations
that you both find appealing.
2. Select Possible Travel Dates:

• List down a few sets of dates when the trip
could take place.

• Consider the best time of the year for the
chosen destination.
3. Create an Itinerary:

• Plan a rough itinerary for the trip, including
activities, sightseeing, and relaxation time.

• Decide on the duration of the trip, keeping
in mind your schedules and the availability
of time.
4. Decide on Accommodations:

• Discuss the type of accommodation you pre-
fer (hotel, Airbnb, etc.).

• Research and shortlist potential places to stay.
5. Budget and Expenses:

• Set a budget for the trip and agree on how
expenses will be managed.

• Allocate funds for different aspects of the
trip, such as travel, accommodation, food,
and activities.
6. Activities and Attractions:

• Brainstorm and decide on specific activities
or attractions you both want to experience.

• Consider any must-visit places, events, or
experiences.
7. Packing and Essentials:
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• Discuss what essential items to pack for the
trip.

• Consider any specific requirements based on
the chosen destination and activities.
Try to be as detailed as possible within the

allotted time, and most importantly, have fun
planning this exciting adventure together! Re-
member to be imaginative and adventurous in
your decision-making. Enjoy the process!

A INTERVIEW QUESTIONS
A Opening: What’s your impression of the technology?
B Follow-up:
• Please elaborate a bit on your experience with the trigger
methods used in the study (looking upward or pressing the
button)? How did they affect the way you use the system?

• What were your impressions of the different display modali-
ties (Text and audio) employed in the study? Did you find
one modality more effective than the other in supporting
you?

• In terms of agency (ownership over your responses), how
did you perceive your control and autonomy during the
conversation USING the system?

• Did you feel empowered to guide the conversation, or did
you rely heavily on the system’s recommendations?

• How did you feel about the guidance of the system? (effective
guidance of the flow of the conversation)

• Could you share any specific situations where you found the
system particularly useful?

• Could you share any specific situations where you found the
system particularly challenging to use?

• How would you describe the flow and the dynamics of the
conversation when incorporating the system’s recommen-
dations?

• How did you decide when to accept or reject the system’s
recommendations?

• Can you provide examples of strategies you employed to
integrate the system’s suggestions into your responses?
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